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We investigate the performance of standard stochastic models of single-particle dis-
persion in two-dimensional turbulence. Owing to the presence of coherent vortices,
particle dispersion in two-dimensional turbulence is characterized by a non-Gaussian
velocity distribution and a non-exponential velocity autocorrelation, and it cannot
be properly captured by either linear or nonlinear stochastic models with a single
component process. Based on physical and dynamical considerations, we introduce
a family of two-process stochastic models that provide a better parameterization of
turbulent dispersion in rotating barotropic flows.

1. Introduction
A classic approach to the study of tracer advection is based on separating the ‘mean

flow’ (that is slowly variable in space and time) from the turbulent dynamics acting
on smaller scales, provided that the scale separation between the two components
is large enough. The advective velocity is then given by the sum of a large-scale
component U (x, t) and of a turbulent velocity u(x, t). Here, t is time and x is the
spatial position. In several instances, the large-scale part U (x, t) can be modelled as
a deterministic velocity field representing e.g. an oceanic jet (Samelson 1992; Poje &
Haller 1999), a train of waves (Weiss & Knobloch 1987; Pierrehumbert 1991), or the
coarse-grained general circulation of the atmosphere (Pierrehumbert & Yang 1993;
von Hardenberg et al. 2000). In such an approach, studies employing the methods of
chaotic advection naturally ensue (e.g. Samelson 1992; Wiggins 1992; Rogerson et al.
1999; Haller & Yuan 2000).

Deeper difficulties arise when dealing with the representation of the turbulent
component u(x, t). In several applications to tracer dispersion in the atmospheric
boundary layer and in large- and mesoscale ocean flows, the turbulent velocity u is
taken as a random variable. The characteristics of the stochastic process describing
its evolution are determined by the observed Lagrangian statistical properties (see e.g.
Gifford 1982; Thomson 1987; Griffa 1996). For an extensive review on Lagrangian
stochastic models of turbulent diffusion, see e.g. Rodean (1996).

In the limit of a continuous tracer distribution, c(x, t), the above approach leads to
the formulation of an advection–diffusion equation where the large-scale velocity is
responsible for the advection term and the turbulent velocity generates the diffusive
behaviour on small scales. In the simplest formulation, the effect of the turbulent
velocity is parameterized in terms of a Fickian diffusion term, ∇ · (κ · ∇c), sometimes
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called ‘eddy diffusion’. The tensorial diffusion coefficient κ can vary in space and time
and it is determined by the local properties of the turbulent velocity.

In most geophysical flows, however, the presence of coherent structures, be they
convective plumes or long-lived vortices, complicates the picture depicted above and
leads to tracer dispersion properties that cannot be properly captured by simple
advection–diffusion models. In the case of the ocean, the work of Figueroa & Olson
(1994) on tracer dispersion in a wind-driven double gyre has shown that advection–
diffusion with a spatially variable diffusion coefficient cannot satisfactorily represent
the dynamics of advected tracers in the presence of energetic mesoscale eddies. Anal-
ogously, the analysis of the trajectories of sub-surface ocean floats (Bracco, LaCasce &
Provenzale 2000a), the results of laboratory experiments (Solomon, Weeks & Swinney
1993), and the numerical exploration of the dynamics of two-dimensional turbulence
(Min, Mezic & Leonard 1996; Jiménez 1996; Weiss, Provenzale & McWilliams 1998;
Bracco et al. 2000b) have shown that the turbulent velocities, the velocity gradients,
and the particle displacements display a non-Gaussian distribution whenever strong
coherent vortices are present.

Building upon these considerations, here we explore the performance of standard
stochastic parameterizations when applied to systems where coherent vortices play
a significant role, and study the dispersion of passive tracers in two-dimensional
turbulence. We then use the approach discussed by Thomson (1987) and introduce
a nonlinear stochastic process that produces the observed velocity p.d.f. A further
improvement is based on introducing a stochastic model with two component pro-
cesses, that allow a physically based, albeit slightly more complicated, stochastic
parameterization of dispersion in vortex-dominated flows to be defined.

The rest of the paper is organized as follows. In § 2 we discuss the basic properties
of two-dimensional turbulence and the numerical scheme that we adopt to solve the
equations. In § 3 we discuss the Lagrangian statistical properties of two-dimensional
turbulence. In § 4 we discuss the performance of standard linear and nonlinear
stochastic models, and we compare their predictions with the results obtained from
the turbulence integration. In § 5, the discrepancies between the properties of the
standard stochastic models and those of turbulence motivate the introduction of a
two-component stochastic model that accounts for the effect of coherent structures
on tracer dispersion. Finally, § 6 gives conclusions and perspectives. We relegate
to the Appendix all technical details on the stochastic models introduced in §§ 4
and 5.

2. Dynamics of two-dimensional turbulence
The equation of motion of two-dimensional turbulence can be written as (see e.g.

Pedlosky 1987; Salmon 1998)

Dω

Dt
=
∂ω

∂t
+ [ψ,ω] = f + d (2.1)

where ψ is the stream function, ω = ∇2ψ is vorticity, D/Dt = ∂/∂t+ [ψ, ·] is the total
advective derivative, [·, ·] is the Jacobian operator, and f and d represent forcing and
dissipation respectively. When the right-hand side of equation (2.1) vanishes, both the
total kinetic energy

E =
1

2

∫
(∇ψ)2 dx dy
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lc = 0.013; ld = π; tc = 3.4× 10−5; td = 0.14; kF = (0, 40)
Resolution = 512× 512 grid points.

Table 1. Values of the parameters used in the simulation of two-dimensional turbulence
discussed in the text.

and the total enstrophy

Z =
1

2

∫
(∇2ψ)2 dx dy

are conserved. The simultaneous conservation of these two quantities leads to a direct
(from large to small scales) cascade of enstrophy and an inverse (from small to large
scales) cascade of energy, that are associated with the formation of coherent structures
(McWilliams 1984). In this study, both forcing and dissipation differ from zero, but,
as previously shown (see e.g. Babiano et al. 1987a; Legras, Santangelo & Benzi 1988),
vortices form as well.

In the simulations considered here, two energy sinks are introduced: one accounts
for dissipation by viscous forces acting on small scales, while the other acts mostly
on large scales as a friction term, preventing energy accumulation due to the inverse
energy cascade. The total dissipation is given by

d = −t−1
c (−l2c∇2)8ω + t−1

d l
−2
d ψ

where tc and td are characteristic times, lc is the lower cutoff scale and ld is the largest
scale. The iterated Laplacian represents a hyper-viscosity (Basdevant & Sadourny
1983), and it effectively dissipates enstrophy near the cutoff scale lc, while the term
proportional to the stream function ψ dissipates energy and enstrophy mostly at large
scales.

The forcing acts at a given wavenumber kF , where energy and enstrophy are
injected into the system. This is achieved by forcing the enstrophy spectrum to keep
a constant value at the forcing wavenumber kF , while the phase is allowed to evolve
freely. In other words,

|ω̂(kF )| = F

where ω̂ is the Fourier transform of vorticity.
To have a statistically stationary field, the values of the parameters in the dissi-

pation and forcing terms are choosen such that the total energy and enstrophy are
approximately constant. In order to emphasize the intrinsic nonlinear dynamics of
the system (represented by the Jacobian term in (2.1)), forcing and dissipation are
kept as low as possible. The parameter values used in the simulation are listed in
table 1. Equation (2.1) is integrated in a doubly periodic square domain, with size
L× L, where L = 2π. Details on the numerics can be found in Elhmaidi, Provenzale
& Babiano (1993). A snapshot of the vorticity field, after statistical stationarity has
been achieved, is shown in figure 1.

The mean enstrophy is Z̄ = Z/L2 ∼ 1.3× 105 and the mean energy is Ē = E/L2 ∼
650. The flow has been integrated for a total time T = 0.763, corresponding to about
275 eddy turnover times TZ , where TZ = Z̄−1/2 ∼ 0.0028. During the integration, the
enstrophy varies by about 3% around its mean value and the energy varies by up to
5%.
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Figure 1. A snapshot of the vorticity field obtained by integration of the two-dimensional
turbulence equation (2.1) with the parameters listed in table 1.

3. Lagrangian properties of two-dimensional turbulence
To determine the Lagrangian properties of two-dimensional turbulence, we intro-

duce an ensemble of passively advected tracers in the time-evolving turbulent flow,
discussed in § 2. The particles are assumed not to affect the dynamics of the fluid, to
be neutrally buoyant and to have infinitesimally small size, so that inertial effects can
be discarded (see e.g. Maxey & Riley 1983 and Michaelides 1998 for a discussion of
the dynamics of particles with finite size and non-vanishing inertia).

In the present case, the Lagrangian velocity of a particle is given by the Eulerian
velocity at the particle location. The equations of motion become

Ẋi = u(Xi, Yi, t),

Ẏi = v(Xi, Yi, t),

}
i = 1, . . .M,

where X i = (Xi, Yi) and t are the spatial and temporal coordinates of the ith tracer
particle and M is the total number of particles. (From now on, lower case letters, x and
u, indicate Eulerian quantities and upper case letters, X and U , indicate Lagrangian
quantities.) In a divergenceless field, the velocity is expressed as

u(X,Y , t) = −
(
∂ψ

∂y

)
X,Y, t

, v(X,Y , t) =

(
∂ψ

∂x

)
X,Y, t

.

Numerically, the Lagrangian trajectories are integrated with a leapfrog scheme. A
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Figure 2. Sample trajectories of Lagrangian tracers in two-dimensional turbulence.

third-order cubic spline interpolation of the Eulerian velocity field is used to compute
the velocity at the particle positions.

A total set of M = 16 384 tracers is randomly seeded in the turbulent field once
statistical stationarity is achieved. A few example trajectories are shown in figure 2.
The sampling time is δt = 0.001TZ ∼ 0.36TZ , and each trajectory is composed of
N = 763 data points.

Owing to the strong vorticity gradients at their edges, vortices act as transport
barriers (see e.g. Elhmaidi et al. 1993; Babiano et al. 1994; Provenzale 1999). This
means that tracers can enter a vortex only during its formation phase, and can
exit from it mainly during vortex merging and filamentation. Particles can thus be
trapped in vortices for long periods of time, and their motion is characterized by a
fast rotation inside the vortex and a longer-term displacement due to the motion of
the vortex itself (see e.g. the bottom trajectory in figure 2). Notice that the average
displacement of an individual vortex in a system of many vortices is not significantly
different from that of a particle in the background (Weiss et al. 1998). Therefore, in
two-dimensional turbulence, the dynamics of a trapped particle is, on scales larger
than the size of the vortex, statistically similar to that of any other particle.† For
this reason, we do not separate tracers according to their position with respect to the
Eulerian flow characteristics. Rather, we aim at determining the average dispersion

† A different situation may be encountered on the β-plane or for equivalent barotropic turbulence,
where the vortices and the background can have different dynamics.
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Figure 3. Normalized velocity p.d.f.s for the Eulerian field (solid line) and for the Lagrangian
trajectories (dashed line). The dotted line represents a Gaussian distribution with the same variance
as the observed p.d.f.s.

properties of this system, without resolving the fast rotational component of tracers
trapped in vortices.

3.1. Velocity distribution

The average kinetic energy of Lagrangian trajectories is defined as

EL =
1

2T

∫ T

0

〈U2
i (t) + V 2

i (t)〉 dt
where U i = (Ui, Vi) is the Lagrangian velocity of the ith particle, the angular brackets
indicate an average over the whole set of tracers, 〈·〉 = (1/M)

∑M
i=1 ·, and T is

the integration time. The mean Lagrangian kinetic energy is EL ∼ Ē ∼ 650 (i.e.
approximately equal to the mean Eulerian kinetic energy), confirming that the tracer
trajectories considered here span the whole domain and provide a good sampling of
the different regions. This indication is confirmed by the probability density functions
(p.d.f.s) of the velocity components u and v. When calculating the velocity p.d.f.s for
either the set of Lagrangian tracers or the Eulerian field, no significant difference
between the two is found, as shown in figure 3. A chi-square test has been performed,
indicating that the Eulerian and Lagrangian p.d.f.s can be considered to be drawn
from the same distribution with a confidence larger than 99.9%. Notice that u and v
have been considered together, owing to the isotropy of the field.

Figure 3 indicates that the velocity p.d.f.s in the forced turbulent field considered
here are non-Gaussian. Previous studies have already discussed the shape of the vel-
ocity p.d.f. in freely decaying two-dimensional turbulence, revealing that the presence
of coherent vortices leads to a non-Gaussian velocity distribution (Jiménez 1996; Min
et al. 1996; Weiss et al. 1998; Bracco et al. 2000b). As shown by Bracco et al. (2000b),
the non-Gaussianity that appears at high Reynolds numbers is entirely generated by
the far field induced by the vortices. By contrast, the velocity p.d.f. associated with
the background vorticity is Gaussian. This characteristic is observed for both freely
decaying turbulence (f = 0) and for forced turbulence, provided the Reynolds number
is high enough and the forcing acts on small scales, as in the present case. By contrast,
two-dimensional turbulence forced at large scales and at moderate Reynolds number
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Figure 4. Lagrangian velocity autocorrelation, R(τ), as obtained from the dynamics of passively
advected tracers in two-dimensional turbulence. In the inset, we show the integral

∫ τ
0
R(ρ) dρ; the

value reached at the plateau at large times provides an estimate of the Lagrangian decorrelation
time TL.

leads to larger and smoother vortices and consequently to Gaussian velocity p.d.f.s
(Provenzale, Babiano & Villone 1995). Thus, also in the case of forced turbulence
the properties of the velocity p.d.f.s are determined by the shape and the size of the
vortices. In turn, these latter depend on the Reynolds number and the forcing scale.

3.2. Temporal correlations

The Lagrangian autocorrelation function R(t0, τ) is defined as

R(t0, τ) =
〈U i(t0 + τ) ·U i(t0)〉

(〈U i(t0 + τ)2〉 · 〈U i(t0)2〉)1/2
.

Since the velocity field is statistically stationary, this function does not depend on the
particular time t0 chosen for its computation. The explicit dependence on t0 can thus
be removed by a further average over several (uncorrelated) values.

The autocorrelation function R(τ) for the two-dimensional turbulent field considered
above is shown in figure 4. From this function, the Lagrangian decorrelation time TL
is defined as

TL =

∫ ∞
0

R(ρ) dρ.

This gives TL ∼ 0.012 ∼ 4.3TZ . From now on, time will be expressed in units of the
Lagrangian integral time TL. Notice, also, that R(τ) does not have an exponential
shape. We shall discuss this point further in § 5.

3.3. Single-particle dispersion

To further characterize the Lagrangian dynamics, we consider the statistics of the
tracer displacements during a time τ, i.e.

∆X i(t0, τ) = X i(t0 + τ)− X i(t0).

Again, statistical stationarity allows the dependence on t0 to be removed, by averaging
over several values. The second-order moment of the distribution of the tracer
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Figure 5. Dispersion coefficient, D(τ), as a function of time. The two straight lines represent the
two asymptotic laws D ∝ τ, corresponding to ballistic motion at small times, and D ≈ const for
the Brownian regime at large times. Time is expressed in units of the Lagrangian decorrelation
time, TL.

displacements provides an estimate of the (time-dependent) dispersion coefficient
D(τ), here defined as

D(τ) =
〈|∆X i(τ)|2〉

2τ
.

As shown by Taylor (1921), D(τ) ∝ τ for τ→ 0 (the ballistic regime), and D(τ)→ const
for τ→∞ (the Brownian regime).

Figure 5 shows D(τ) for the two-dimensional turbulent field investigated here. At
very small values of τ, the dispersion coefficient grows linearly in time. D(τ) con-
tinues to grow, albeit more slowly, for values of τ smaller than a few Lagrangian
decorrelation times. For τ & 10TL, the dispersion coefficient saturates on aver-
age, indicating that the Brownian regime is reached. Fluctuations of about 5%
around the mean saturation value are due to variations in the energy of the ad-
vecting field and to limited statistics at large times. The higher-order moments of
the distribution of displacements indicate significant deviations from Gaussianity
at small times, τ � TL, as shown in figure 6. At times of the order of 2TL, the
kurtosis, k = 〈∆X4〉/〈∆X2〉2, becomes very close to the Gaussian value kg = 3
(see figure 6c).

Finally, we define the first exit time Tf,i(t0, r) for a given Lagrangian tracer as the
minimum time it takes to reach a distance r from the position at time t0, i.e. the
minimum time Tf,i for which

|∆X i(t0, Tf,i)| = r.

The mean first exit time Tf(r) for two dimensional turbulence, as obtained by averag-
ing over all tracers and over t0, is shown in figure 7. The upper and lower lines include
95% of the values of Tf,i as computed from the individual particle trajectories.

We now have significant information on the bulk Lagrangian statistical properties
of two-dimensional turbulence, which can be used to test the validity of stochastic
models devised to parameterize turbulent particle dispersion.
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Figure 6. Normalized distributions of the displacements ∆X/σ∆X (solid line) at time τ = 0.1TL (a)
and τ = 2TL (b). The dashed line represents a Gaussian with the same variance as the observed
p.d.f. In (c), the kurtosis of the displacement distribution is plotted as a function of time. After
about 2TL, the kurtosis reaches the value k ≈ 3, indicating that the distribution becomes Gaussian.
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Figure 7. First exit time, Tf , as defined in the text. The middle line is the mean value.
The region between the upper and lower curves contains 95% of the data.

4. One-component stochastic models
The aim of a stochastic dispersion model is to reproduce the main statistical

properties of particle trajectories in a complex velocity field, without the need for
resolving the full dynamics of the Eulerian flow. Stochastic models resort to a
description that is characterized by a small number of variables and a simple time
evolution.
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In this section we compare the outcome of some standard linear and nonlinear
stochastic models with the Lagrangian properties of two-dimensional turbulence, as
previously determined. As we show in the following, these models do not fully capture
the Lagrangian properties of two-dimensional turbulence. In the next section, we
introduce a non-Gaussian, two-component model that reproduces more satisfactorily
the observed turbulent dispersion properties.

The turbulent velocity field is statistically isotropic, homogeneous, stationary and
has zero mean. We assume no statistical correlations between U and V , and represent
the particle motion as the composite of two one-dimensional stochastic models. In
the following, we discuss only the expression for the velocity U along the x-direction.
The dynamics along the y-direction are described by an equivalent process.

4.1. Ornstein–Uhlenbeck process

The simplest stochastic model used to represent dispersion with time-correlated in-
crements is based on the Langevin equation for the velocities. The resulting model
with Markovian velocities is the Ornstein–Uhlenbeck (OU) process, see e.g. van Dop,
Nieuwstadt & Hunt (1985), and Griffa (1996). As these authors observe, this random
flight model is preferable over the simpler random walk model, with Markovian par-
ticle positions, whenever the Lagrangian velocities have time correlations. A more
sophisticated version of this model can account for correlated accelerations (Sawford
1991; Griffa 1996). In the simulations considered here, however, the Lagrangian ac-
celerations decorrelate on a time scale that is faster than the sampling time δt (which,
in turn, is smaller than TZ ). Thus, for our purposes, a first-order OU process with
correlated velocities suffices.

We write the OU model as

dX = U dt,

dU = − U
TL

dt+

√
2σ2

TL
dξ,

 (4.1)

where X(t) is the x-coordinate of a particle, U(t) is the particle velocity along the
x-axis, TL is the velocity decorrelation time, σ2 = 〈U2〉 is the variance of U, and
dξ(t) is a random increment drawn from a normal distribution with zero mean and
second-order moment 〈dξ(t) dξ(t′)〉 = δ(t − t′) dt (Wiener process). Initial conditions
for the positions X(0) can be set to zero without loss of generality, and the initial
velocity U(0) is drawn from a Gaussian distribution with zero mean and variance
σ2. Here, TL and σ2 are the two free parameters of the model. To compare the OU
process with the results obtained from two-dimensional turbulence, we set σ2 = 650
and TL = 0.012. In the following, the superscript S refers to quantities derived from
the stochastic model.

For the OU process, the dispersion coefficient can be obtained analytically, as

DS (τ) = 2σ2TL

[
1− TL(1− e−τ/TL)

τ

]
.

Note that DS (τ) ∼ σ2τ for τ � TL, and DS (τ) ∼ 2σ2TL for times τ � TL, where
the motion is Brownian. The factor of 2 in the expression for D(τ) comes from the
fact that dispersion is defined for the (vectorial) particle displacement, while σ2 has
been defined as the variance of each velocity component. The variance of the vector
velocity, U = (U,V ), is then 2σ2. Figure 8(a) shows the ratio DS/D where D is the
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Figure 8. (a) Ratio between the dispersion coefficient DS from the OU model (4.1) and the dispersion
coefficient D from the turbulent simulation. (b) First exit time, as in figure 7, for the turbulent field
(solid lines) and for the OU model (4.1) (dashed lines). The central curves indicate the mean first
exit times, while the upper and lower curves bracket 95% of the values of the first exit times as
computed from the ensemble of individual trajectories. In the inset, the solid line indicates the ratio
between the mean first exit time from the stochastic model, TS

f , and the mean first exit time from
the turbulent simulation, Tf . The dotted line indicates the ratio between the upper curves in the
main figure, that measure the width of the distribution of first exit times. The closer to unity these
lines in the inset are, the better the agreement between the statistics of the turbulent simulation and
those of the stochastic model.

dispersion coefficient obtained from two-dimensional turbulence (previously shown in
figure 5).

The two curves D and DS fit quite well both at large and short times, as expected
from the fact that D depends only on σ2 and TL in these cases. At intermediate times,
however, DS is larger than D by up to 25%, indicating that the OU process does
not properly capture the turbulent dynamics for times of order of TL. Moreover, we
recall that, at small times, the distribution of displacements ∆X for two-dimensional
turbulence is non-Gaussian (see figure 6) and it significantly differs from the one
predicted by the OU model, that is always Gaussian.
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In figure 8(b) we show the mean first exit time TS
f (middle curve) and the upper

and lower limits of the interval that contains 95% of the first exit times, as computed
from the ensemble of individual trajectories (upper and lower curves). Those provide
an estimate of the width of the distribution of first exit times. Both the mean value
and the width of the distribution of Tf,i(r) are underestimated by the OU model. This
means that the time needed to cover a given distance is on average larger and it is
more spread around its mean value in the turbulent case than in the stochastic model.

To summarize, the dynamics of tracers is reproduced well by the OU model only
at times τ � TL. On such large times the motion is Brownian and it is entirely
described by the two parameters that enter the linear stochastic model, namely the
velocity variance σ2 and the decorrelation time TL. Conversely, for times τ . 10TL,
the OU process does not capture tracer dynamics in two-dimensional turbulence.
In the ballistic regime, the dispersion coefficient DS is a good approximation, but
the non-Gaussianity of the displacement distribution cannot be described by the
OU model. Therefore, higher-order moments of the distribution are not reproduced
by the stochastic model. Other choices of TL and σ2, consistent with the observed
behaviour at large times, do not lead to better agreement with the turbulence data. In
the following, we investigate the reasons for the discrepancies and introduce a better
description of the Lagrangian motion.

4.2. Non-Gaussian velocity p.d.f.s

The first important difference between the OU model and two-dimensional turbulence
is that the turbulent velocity distribution (figure 3) is definitely non-Gaussian. In § 3.1
we briefly discussed how this behaviour is generated by the far-field induced by the
coherent vortices (Jiménez 1996; Min et al. 1996; Bracco et al. 2000b). Thus, we need
a stochastic model that is capable of generating non-Gaussian p.d.f.s. Typically, such
a model is nonlinear (Thomson 1987).

To parameterize the observed shape of the velocity p.d.f., we write a general
empirical form for this distribution as

p(U) = A exp

(
−U

2

σ2
g

1

1 + |U|/σe
)
. (4.2)

This particular form has been choosen because it tends towards a Gaussian for small
velocities and it converges to an exponential for large velocities.

Beside the normalization constant A (which is fixed by requiring
∫ ∞
−∞ p(U) dU = 1),

we have the parameters σg and σe. Their values can be uniquely determined by
imposing the following constraints:
second-order moment,

σ2 =

∫ ∞
−∞
U2 p(U) dU,

fourth-order moment,

kσ4 =

∫ ∞
−∞
U4 p(U) dU,

where k is the kurtosis of the velocity distribution in the turbulent case, k =
〈U4〉/〈U2〉2. To match with our simulations, parameter values are choosen as A =
0.0185, σg = 22.6, σe = 42.6, where the kurtosis is k = 4.1. These values have been
obtained by numerically solving the integral equations associated with the constraints
given above.
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Figure 9. Velocity p.d.f. from the Lagrangian trajectories in the turbulent field (solid line) and in
the nonlinear stochastic model (4.3), (4.4) (dotted line). The dashed line represents the analytical
function p(u) discussed in the text.

We can then introduce a general form for the stochastic model

dX = U dt, dU = a(U) dt+ b dξ, (4.3)

with its corresponding Fokker–Planck equation (see e.g. Gardiner 1990)

∂p(U, t)

∂t
= − ∂

∂U
[a p(U, t)] +

1

2

∂2

∂U2
[b2 p(U, t)]

We next impose that the probability density function is stationary, ∂p(U, t)/∂t = 0.
By imposing b = const, one obtains the form of a(U) as

a(U) = − b2

2σ2
g

2 + |U|/σe
(1 + |U|/σe)2

U. (4.4)

In the Appendix, we report the details of the calculation that leads to (4.4).
In the simple case considered here, the requirement of stationarity corresponds to

the ‘well-mixed condition’ described by Thomson (1987). The latter being fullfilled,
convergence to Brownian motion in the limit TL → 0 (or, equivalently, t/TL → ∞)
is ensured. Thus, the dispersion coefficient D becomes constant at large times. Given
the form of the velocity p.d.f., the saturation value of D depends on b only. In the
Appendix we show how to obtain the value of b, from knowledge of the dispersion
coefficient.

In figure 9 we show the distribution of Lagrangian velocities generated by the
stochastic model (4.3), (4.4). As one can see, this model correctly reproduces the
velocity p.d.f. obtained from the turbulent simulation.

In figure 10(a) we show the ratio between the dispersion coefficient obtained
from the nonlinear stochastic model (4.3) and that obtained from two-dimensional
turbulence. In figure 10(b) we show the first exit time statistics. The distribution of first
exit times, TS

f (r), is now closer to the one obtained from the turbulent simulation.
The larger spread of this distribution with respect to the OU model is related to
the higher probability of having very small and very large velocities, typical of the
distribution (4.2). Conversely, no significant improvement in the dispersion coefficient
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Figure 10. Same as figure 8 but for the nonlinear stochastic model (4.3).

is visible. This latter result indicates that the dynamics of tracer dispersion is not
fully captured by the nonlinear model (4.3). A different view of the same discrepancy
is provided by the comparison between the velocity autocorrelation of the nonlinear
stochastic model (4.3) and that of the tracers in the turbulent field. The former is
very similar to the exponential decay ∼ exp (−τ/TL) of a OU process, and it is quite
different from the turbulent one.

The use of a different analytical shape for the velocity p.d.f. does not lead to
better agreement with the observed autocorrelation function. Consider, for instance,
a ‘bi-Gaussian’ description of the velocity distribution, obtained as a weighted sum
of two Gaussian distributions with different variance, p(U) = A1 exp (−U2/2σ2

1) +
A2 exp (−U2/2σ2

2). Such a model is for example used in the study of dispersion in the
atmospheric boundary layer (Luhar & Britter 1989; Weil 1990; Maurizi & Tampieri
1999). The corresponding autocorrelation function is shown in figure 11, and it does
not provide a better fit to the turbulent autocorrelation. Finally, we also tested whether
relaxing the hypothesis of a constant value of the parameter b, and allowing for a
general dependence b = b(U) and a = a(U), could lead to better results. From the
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Figure 11. Velocity autocorrelation function from tracers in the turbulent field (solid line), for the
nonlinear stochastic model (4.3) with the velocity p.d.f. (4.4) (dotted line), and for a bi-Gaussian
p.d.f. (dashed-dotted line). The dashed line represents the linear form e−τ/TL as provided by a linear
OU process.

second equation of system (4.3), and from 〈dξ〉 = 0, we have

〈dU(U)〉 = a(U) dt,

where the angular brackets indicate an average over all the increments in the velocity
interval (U,U + dU). We then compute a(U) = 〈dU(U)〉/dt and b(U) dξ = dU(U)−
〈dU(U)〉. The direct use of these estimates for a(U) and b(U) in the stochastic model
(4.3) does not lead to significant improvement in the shape of the autocorrelation and
in the dispersion coefficient. This suggests that a stochastic model based on a single
random process is not sufficient to describe dispersion in two-dimensional turbulence.

For this reason, in the next section we introduce a different model, that is based on
physical considerations and reproduces better the observed Lagrangian statistics.

5. A two-component stochastic process
Previous explorations of two-dimensional turbulence have shown that this flow can

be decomposed into two main constituents, namely the coherent vortices and the
background turbulent field (Babiano et al. 1987b; Bracco et al. 2000b). Following
the idea discussed in Bracco et al. (2000b), the Eulerian turbulent velocity field is
split into two components, u(x, t) = uv(x, t) + ub(x, t), where uv is generated by the
coherent vortices, and ub is generated by the vorticity field outside the vortices (i.e.
the background).

To separate the two components, we define a vorticity field, ωv , which is zero outside
coherent structures and it is equal to the original field, ω, inside them. Analogously,
we define the field ωb that is zero inside the vortices and it is equal to the original
vorticity field in the background. We then define the velocity field uv = (uv, vv) as
determined by ωv:

uv(x) = −∂ψv
∂y

=
i√
2π

∫
ky

k2
ω̂v(k)eik·x dk
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Figure 12. Kinetic energy fields associated with the two dynamical components of the vorticity
field shown in figure 1. Darker regions indicate higher energy. (a) The energy of the vortex-induced
velocity field, and (b) the energy of the background-induced velocity field.

and

vv(x) =
∂ψv

∂x
=
−i√
2π

∫
kx

k2
ω̂v(k)eik·x dk

where ψv is the stream function, ω̂v is the Fourier transform of the field ωv , and
k = (kx, ky) is the wavenumber. The velocity field ub is similarly obtained from the
vorticity field ωb. From these definitions, the total field u is given by the sum of
the two components, uv and ub. Note that the two fields ωv and ωb are ‘local’ and
well-separated, i.e. where one of them is non-zero then the other vanishes. However,
the two fields uv and ub are non-local, and, particularly outside the vortices, both uv
and ub contribute to the total velocity field u.

To build a two-component stochastic model in practice, we separate the vortices
from the background and define the vorticity fields ωv and ωb. To this end, we
use an approximate criterion based on the value of the Okubo–Weiss parameter,
Q = S2 − ω2, where ω2 is the square of the vorticity and S2 = S2

n + S2
s is the

total squared strain (Okubo 1970; Weiss 1991). Here Sn = ∂xu − ∂yv is the normal
component of strain and Ss = ∂yu + ∂xv is the shear component. The cores of the
coherent vortices are characterized by Q � 0 (i.e. rotation dominates), while the
background is characterized by Q ≈ 0 (i.e. vorticity and strain are in approximate
balance). Around the vortices, there is a region where Q is definitely positive and the
flow is strain-dominated (e.g. Elhmaidi et al. 1993). Thus, in the following we use
the value of Q to separate the vortex cores from the rest of the turbulent flow. In
particular, we define the field ωv as given by the contribution of all those regions
for which Q < Q̃ = −0.2σQ, where σQ is the root-mean-square fluctuation of Q

in the whole field. In turn, ωb comes from all the regions for which Q > Q̃. (Note,
however, that the particular scheme used for the identification of coherent vortex cores
does not qualitatively affect the picture described here, see e.g. Bracco et al. 2000b.
In particular, a vortex-identification scheme based on a simple vorticity threshold
provides equivalent results.)

Knowing ωv and ωb, we calculate the two velocity fields uv and ub as discussed
above. Figure 12 shows the kinetic energy fields associated with the vortex-induced
velocity, Ev = 1

2

∫
dx dy u2

v (part a), and with the background-induced velocity, Eb =
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Figure 13. Velocity p.d.f.s of the normalized velocity fields uv and ub, whose energy is shown
in figure 12. (a) The vortex-induced component and (b) the background-induced component. The
two velocity distributions have been normalized to their specific root-mean-square values, and the
dashed lines represent a Gaussian distribution.

1
2

∫
dx dy u2

b (part b), for the snapshot corresponding to the vorticity field shown
in figure 1. Dark tones correspond to high energy while light tones correspond to
low energy. Note that the total energy of the turbulent field can be written as
E = Ev + Eb + Ei, where Ei =

∫
dx dy uv · ub is the covariance of the two velocity

components uv and ub, and Ei/E represents the correlation between the two fields.
The value of Ei is about 10% of the total energy, and it is not represented in figure 12.
The energy associated with the velocity field induced by the vortices is the largest,
and it is about 8–9 times the energy associated with the velocity field induced by
the background. The effect of the background vorticity consists in adding a low-
energy unstructured velocity field to the high-energy structured field generated by the
vortices.

In figure 13 we show the p.d.f.s of the two velocity components, each normalized to
its root-mean-square value. From this figure, one clearly sees that the non-Gaussian
velocity p.d.f.s are generated by the vortices. The field ub has a Gaussian distribution,
suggesting that it can be described by a linear, Gaussian stochastic process. (On the
Gaussianity of the field ub see also Farge, Schneider & Kevlahan 1999.)

To further characterize the dynamics of the two components, uv and ub, we associate
a mean eddy turnover time with each of these fields, providing an estimate of the
relevant time scales for the two components. Since enstrophy is quite different inside
and outside coherent structures, we expect these two time scales to differ significantly.
We calculate the background eddy turnover time as TZb = Z

−1/2
b , where Zb is the

mean enstrophy outside vortices, and the vortex eddy turnover time as TZv = Z
−1/2
v ,

where Zv is the mean enstrophy inside vortices. This gives TZb = 0.042 ± 0.005
and TZv = 0.009 ± 0.003. The error bars have been obtained by varying the vortex
identification threshold, Q̃, by a factor of 10, namely from Q̃ = −0.1σQ to Q̃ = −σQ.
Different identification schemes have also been used (such as a simple vorticity
threshold) and the corresponding eddy turnover times fall within the error bars given
above.

We now use the above information to introduce a new stochastic model that
accounts for the presence of two dynamical components, U v and U b, respectively as-
sociated with the vortex-induced dynamics and with the background-induced motion.
To the sake of simplicity, we make the assumption that U v and U b are independent
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of each other. This approximation is suggested by the fact that the large vorticity
gradients at the edge of the vortices inhibit vorticity exchanges between the vortex
cores and the surrounding turbulence, as well as by the fact that the vorticity level
of the background is too low to significantly influence the dynamics of the vortices,
once they have formed. Note, however, that vortex–vortex interactions have a sig-
nificant impact on the turbulent background, due, for example, to the ejection of
filaments with high vorticity. On the other hand, explicit consideration of the vortex-
background interaction could considerably complicate the picture, and thus we opted
for discarding it here. We were encouraged in this decision by the fact that the
correlation between uv and ub, Ei/E, is of order 0.1. Note, however, that Ei ∼ Eb, and
a more refined model should take into account the role of filaments ejected during
vortex interactions. Thus, the model introduced here should be considered only as a
first approximation.

In the following, we thus simply consider two independent stochastic processes
separately describing the two types of velocity, Uv and Ub, and we sum them to
obtain the total velocity of the advected particles, U = Uv +Ub. We call σ2

v , TLv and
σ2
b , TLb the variance and the decorrelation time of the two components respectively.

Owing to the independence of Uv and Ub, the general form of the autocorrelation
function for the total velocity U becomes

R(τ) =
〈(Uv(t) +Ub(t)) · (Uv(t+ τ) +Ub(t+ τ))〉

σ2

=
〈(Uv(t)) · (Uv(t+ τ))〉

σ2
+
〈(Ub(t)) · (Ub(t+ τ))〉

σ2

=
σ2
v

σ2
Rv(τ) +

σ2
b

σ2
Rb(τ),

where Rv(τ) and Rb(τ) are the Lagrangian autocorrelation functions of Uv and Ub

respectively.
As a first step, we suppose that the components Uv and Ub are described by two

different linear Gaussian stochastic processes. The total two-component process is
thus given by

dX = (Uv +Ub) dt,

dUv = − 1

TLv
Uv dt+

√
2σ2

v

TLv
dξv,

dUb = − 1

TLb
Ub dt+

√
2σ2

b

TLb
dξb.


(5.1)

In this system we have to determine four parameters, namely σv , σb, TLv , and TLb,
which are related to each other by the following constraints:

value of the total variance, σ2 = σ2
v + σ2

b;
value of the total integral Lagrangian time, TL = (σ2

v /σ
2)TLv + (σ2

b/σ
2)TLb.

The empirical determination of two other parameters, in addition to σ2 and TL that
have already been determined, is thus required to fully define the model. To this
end, we note that the process that decorrelates more rapidly does not significantly
affect the autocorrelation function at large times, and thus the long-time form of the
autocorrelation is approximately determined by just one of the two processes. Thus,
we opt for the evaluation of the parameters related to the slowest and less energetic
process, obtained by fitting the autocorrelation curve at large times.
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Figure 14. Velocity autocorrelation function from tracers in the turbulent field (solid line) and
for the two-components stochastic model (dotted line). The dashed line represents the fit to the
autocorrelation function at large times; its intersection with the vertical axis gives σ2

b/σ
2 (see text).

The fact that the eddy turnover time for the background, TZb, is larger than that
for the vortices, TZv , suggests associating the largest Lagrangian decorrelation time
with the background-induced motion. The decorrelation time TLb is approximated by
the semilogarithmic slope of R(τ) at large times (see figure 14), while the variance σ2

b

can be obtained by intersecting the extrapolation of the fitting line with the vertical
axis at τ = 0. The value of the intersection is the ratio σ2

b/σ
2. Clearly, this approach

works only if the two decorrelation times are sufficiently different from each other.
In the present case, TLv and TLb differ by a factor of five, and the whole procedure
can be successfully applied.

In the following, we thus perform a least-square fit to the logarithm of the velocity
autocorrelation function to calculate TLb and σ2

b . The maximum time τ for defining
the fitting range is chosen as 13TL, since after this time the autocorrelation displays
strong fluctuations. The minimum time for the fitting range is determined by the
time lag after which the correlation due to the vortex-induced component of the
velocity vanishes. We vary this value in the range 2.5TL to 5TL. In this way, the par-
ameter values that we obtain are TLb = 0.040 ± 0.001 and σ2

b = 85 ± 5. From the
constraints discussed above, we obtain TLv = 0.0070± 0.0005 and σ2

v = 565± 5. Note,
in particular, that the decorrelation times for the background component, TLb, and
for the vortex component, TLv , are in close agreement with the mean eddy turnover
times determined from the Eulerian analysis. This provides confidence in the whole
procedure of considering a two-component description of the advecting turbulent
velocity.

With this choice of the component processes, the distribution function of the total
velocity (Uv+Ub) is still Gaussian, with variance σ2 = σ2

v +σ2
b . The dispersion obtained

with the two-components model is shown in figure 15(a). The improvement with
respect to the other stochastic processes is clearly visible. The first exit time statistics,
however, are very similar to those given by the standard OU model (see figure 15b),
since they are related to the higher-order moments of the velocity distribution, which
are not captured by a linear model.
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Figure 15. Same as figure 8 but for the two-components stochastic model (5.1).

To correct this problem, we reintroduce the non-Gaussianity in the vortex-induced
velocity p.d.f. As previously described, the vortex-induced component Uv has a non-
Gaussian distribution, while Ub is Gaussian and can be represented by a linear OU
model. The appropriate stochastic model for the description of both the non-Gaussian
velocity p.d.f. and the non-exponential autocorrelation function can thus be cast in
the form

dX = (Uv +Ub) dt,

dUv = a(Uv) dt+ b dξv,

dUb = − 1

TLb
Ub dt+

√
2σ2

b

TLb
dξb.

 (5.2)

with a(Uv) given by equation (4.4). This model has five parameters, namely (a) the
variance and the decorrelation time of the vortex-induced velocity, (b) the variance
and the decorrelation time of the background-induced velocity, and (c) the fourth-
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Figure 16. Same as figure 8 but for the stochastic model (5.2).

order moment of the vortex-induced velocity distribution. The values of the param-
eters for the background component have been previously determined, σ2

b = 85 ± 5
and TLb = 0.04 ± 0.001. For the vortex-induced velocity component, we impose
the second-order moment of the velocity distribution to be σ2

v = 565, such that
σ2
v + σ2

b = σ2, and the kurtosis to be kv ' 4.1, such that the total velocity distri-
bution in the model has the same kurtosis as the turbulent velocity distribution.
A numerical integration of the above constraints leads to σg = 12.1 ± 0.2 and
σe = 7.60 ± 0.02. Finally, the value of b = 420 is chosen as described in the Ap-
pendix, based on the requirement that the integral Lagrangian time is TLv = 0.007,
as previously obtained. As can be seen in figure 16, with this model both the
dispersion coefficient and the first exit times are reproduced well. The introduc-
tion of the nonlinearity is necessary to reproduce the non-Gaussian velocity dis-
tribution and it allows correct first exit time statistics to be obtained. On the
other hand, the consideration of two velocity components with different decorre-
lation times is necessary for a proper description of the dispersion at intermediate
times.
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6. Discussion and conclusions
Rotating turbulent flows, such as the ocean and the atmosphere, are characterized

by the presence of long-lived coherent vortices (see e.g. Bengston & Lighthill 1982;
Hopfinger & van Heijst 1993; Ring Group 1981). They also extend their influence
to the far field, and induce non-Gaussian velocity distributions in the background
turbulence (Bracco et al. 2000a, b). The turbulent dynamics between the vortices is
simultaneously affected by both the far field of the vortices and the local background
vorticity field, leading to a non-exponential shape of the velocity autocorrelation.

In such a situation, one may wonder whether standard stochastic models devised to
parameterize turbulent dispersion (see e.g. Rodean 1996) can provide useful results. In
this work we have studied particle advection in two-dimensional turbulence, and we
have analysed the performance of different types of stochastic parameterizations of
dispersion. Whenever the coherent vortices are smooth and not very intense, as for low
Reynolds numbers and/or large-scale forcing, the velocity field can be satisfactorily
modelled in terms of a Gaussian red noise (Ornstein–Uhlenbeck process). At larger
Reynolds numbers, however, strong coherent structures dominate the dynamics and
a simple linear ‘random flight’ model based on the OU process gives an estimate of
single-particle dispersion that differs from the true one by at most 25%. In addition,
such a linear model does not provide good results for the distribution of minimum
exit times, which are in fact determined by the higher-order moments of the velocity
distribution. When only the second-order moments are of interest, and uncertainties
of about 25% are acceptable (due for example to data errors or imprecise knowledge
of the parameters), then such a simple model suffices.

Slightly better results are obtained with a model that explicitly takes into account
the non-Gaussian nature of the velocity p.d.f.s. Such a nonlinear stochastic process
provides a better description of the minimum exit time statistics, but does not lead
to better agreement with the observed single-particle dispersion curve.

The minimal model that satisfactorily reproduces the observed dispersion statistics
is based on exploiting the fundamental two-component nature of rotating turbulent
flows, which are made up of both a highly coherent set of individual vortices and a
low-energy turbulent background field. This latter has a longer decorrelation time,
and it dominates the dispersion statistics at late times. Based on these considerations,
in this work we have introduced and tested a new stochastic model for parameterizing
particle dispersion in two-dimensional turbulence. This model takes into account both
the non-Gaussianity of the vortex-induced velocity field and the non-exponential
shape of the velocity autocorrelation. The model is based on assuming the existence
of two different stochastic processes, related respectively to the vortex dynamics and
to the background turbulence. In the limit of large times, the model correctly reduces
to Brownian motion. At shorter time scales, the model proposed here satisfactorily
reproduces both the single-particle dispersion curve and the distribution of first exit
times, providing a significant improvement with respect to both linear and nonlinear
single-component models.

The two-component model introduced here has five parameters that can be esti-
mated from the analysis of sample Lagrangian trajectories (such as ocean float data)
and does not require knowledge of the Eulerian velocity field. The parameters have
been introduced based on physical reasoning, and each of them is related to a well-
defined property of the turbulent flow, namely (a) the energy and the decorrelation
time of the vortex-induced dynamics, (b) the energy and the decorrelation time of
the background turbulence, and (c) a measure of the deviation from Gaussianity of
the velocity field determined by the presence of the vortices (e.g. the kurtosis). The



Parameterization of dispersion in two-dimensional turbulence 301

estimate of the parameters is straightforward whenever the two component processes
are well separated in their temporal time scale and energy. Given that most of the
energy is associated with the coherent structures and that the vortex rotation vel-
ocity is much larger than the random fluctuations of the background velocity, the
requirement of scale separation is fullfilled by most vortex-dominated flows.

Last, we mention that in the situation considered here the acceleration time scale is
much smaller than the sampling time. In other conditions, however, the acceleration
time scale can be comparable with the other time scales of the problem (see e.g. Hua,
McWilliams & Klein 1998). In such a situation, a second-order model with correlated
accelerations should be introduced.

We thank Joe Keller, Annalisa Griffa, Annalisa Bracco, Alberto Maurizi, Francesco
Tampieri and Ed Spiegel for useful discussions, and the referees for helping us to
improve the manuscript.

Appendix
We derive the stochastic differential equation that allows a velocity distribution to

be obtained of the form

p(U) = A exp

(
−U

2

σ2
g

1

1 + |U|/σe
)
.

To this end, in the generic stochastic process

dX = U dt, dU = a(U) dt+ b(U) dξ (A 1)

we seek the expressions for a(U) and b(U) such that the velocity probability density
function is p(U).

In the Fokker–Planck equation for the stochastic process (A 1), we impose that
all derivatives vanish, ∂/∂x = ∂/∂y = ∂/∂t = 0, consistent with the assumption of
homogeneity and stationarity.

From the Fokker–Planck equation we have

a(U) p(U) =
d

dU

(
b(U)2

2
p(U)

)
+ φ (A 2)

where φ is a constant. The value of φ is determined by requiring lim|U|→∞ φ = 0,
which leads to φ = 0, so that the integral of expression (A 2) over U-space exists.
Next, we assume that the dissipation rate is not correlated with the velocity, and
impose db/dU = 0. For a discussion of this issue see Thomson (1987). The condition
then implies

a(U) =
b2

2

1

p(U)

dp

dU

which leads to

a(U) = − b2

2σ2
g

2 + |U|/σe
(1 + |U|/σe)2

U.

The steady-state condition described here is a particular case of the more general
‘well-mixed condition’ introduced by Thomson (1987), that is applicable to non-
stationary solutions. Thomson also showed that if the condition is fullfilled, the
dispersion coefficient D(τ) becomes constant at large times, limτ→∞D(τ) = 2K , with a
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saturation value given by

K =

∫ ∞
−∞

2q(U)2

b2 p(U)
dU

where

q(U) =

∫ U

−∞
Vp(V ) dV .

From the above arguments, it follows that

b2 =
2

K

∫ ∞
−∞

q(U)2

p(U)
dU (A 3)

Given the velocity p.d.f. and the large-time limit of the dispersion coefficient, the
numerical computation of integral (A 3) leads to the evaluation of the parameter b
for any distribution function.
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